
COT 6405 Introduction to Theory of 
Algorithms

Topic 2. Algorithm Analysis
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Growth rate analysis
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Why is growth rate important?
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• Actual execution time assuming 1,000,000 
basic operations per second.

Input
size

n nlgn

10 0.00001 
sec

3.62e-5 
sec

0.0001 sec 0.001 sec <0.01 sec

100 0.0001 sec 6.52e-4 
sec

0.01 sec 1 min

1000 0.001 sec 0.00978 
sec

1 sec 17.64 min

0.01 sec 0.132 sec 1.692 min 11.76 days



Growth “classes” of functions
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Determining the growth class
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Little oh and little omega
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Precise definitions of big oh and big 
omega
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Exercises

• How do we define that a function f(n) has an 
upper bound g(n), i.e., f(n) is in O( g(n) ) ?

• How do we define that a function f(n) has an 
lower bound g(n), i.e., f(n) is in ( g(n) ) ?

• How do we define that a function f(n) has an 
tight bound g(n), i.e., f(n) is in ( g(n) ) ?
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An example of big oh and big 
omega
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Exercises (cont’d)
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Exercises (cont’d)
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Exercises (cont’d)
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Exercises (logarithms and exponents)

• Ex 3: lnn ∈ Θ(lg n)

• Ex4: 𝑒𝑛 ∉ 𝑂(𝑛𝑡) for any fixed t

• Ex5: 𝑒𝑛 ∉ 𝑂(𝑒𝑡) for any fixed t

8/28/2016 14



Exercises (cont’d)
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Exercises (cont’d)

• 𝑒𝑛 ∉ 𝑂(𝑛𝑡) for any fixed t

• 𝑒𝑛 ∉ 𝑂(𝑒𝑡) for any fixed t
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Exercises (cont’d)

• 𝑒𝑛 ∉ 𝑂(𝑛𝑡) for any fixed t

Proof: Otherwise there exist c > 0 and 𝑛0> 0 with

𝑒𝑛 ≤ c𝑛𝑡 for all n ≥ 𝑛0. 

But then (taking natural log’s of both sides) n ≤ lnc + t lnn. 

This translates into (divide each side by lnn)  
𝑛

𝑙𝑛𝑛
≤

𝑙𝑛𝑐

𝑙𝑛𝑛
+ t. 

When n ≥ 𝑒,
𝑛

𝑙𝑛𝑛
≤

𝑙𝑛𝑐

𝑙𝑛𝑛
+ t ≤ 𝑙𝑛𝑐 + 𝑡 (a constant). On the other 

hand, 

lim
𝑛→∞

𝑛

𝑙𝑛𝑛
= lim

𝑛→∞

1

1/𝑛
= ∞
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Exercises (cont’d)

• 𝑒𝑛 ∉ 𝑂(𝑒𝑡) for any fixed t

Proof: Otherwise there exist c > 0 and 𝑛0> 0 with

𝑒𝑛 ≤ c𝑒𝑡 for all n ≥ 𝑛0. 

But then (taking natural log’s of both sides) n ≤ lnc + t. 

c is a constant, and thus lnc + t is a fixed value. It is impossible to 
find an 𝑛0 > 0 so that for all n ≥ 𝑛0, n is less than or equal to a 
fixed value.
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Little oh and little omega
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An example of little oh and little 
omega 

• 2𝑛 ∈ 𝑜(3𝑛)

• Proof: lim
𝑛→∞

(2/3)𝑛 = 0 and by definition of 

limit, for any c > 0, there is an 𝑛0 > 0 with 
(2/3)𝑛 < c for all 𝑛 ≥ 𝑛0. This means that 
2𝑛<𝑐3𝑛 for all 𝑛 ≥ 𝑛0,  as desired.
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Limits and notation
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Limits and notation (cont’d)

• Warning: the converses are not necessarily 
true. Limits may not exist in some cases where 
growth classes are well-defined.
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